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ABSTRACT
We describe our submission to the ECML/PKDD 2014 Pre-
dictive Web Analytics discovery challenge, where the objec-
tive is to predict the number of visits and messages on Twit-
ter and Facebook after 48 hours, given a time series of such
observations collected during the first hour after publication
of each URL. It exploits a selective naive Bayes regressor,
together with automatic feature construction from the input
time series. The data of the challenge is represented using
a multi-tables schema, with pages as the main statistical
units and the time series records in a secondary table. Using
a small set of construction rules, one thousand of new fea-
tures are created automatically to enrich the representation
of pages. These features are then preprocessed to assess their
relevance and a small subset of them are selected using the
selective naive Bayes regressor. Our submission, obtained
almost automatically, was ranked 3rd on each task.

1. INTRODUCTION
The ECML/PKDD 2014 Predictive Web Analytics discov-
ery challenge [1] is related to a problem of regression from
time series input data. A corpus of 60,000 URL coming
from 100 websites is provided, with a representation con-
sisting of a times series of number of visits, average time per
visit, number of messages on Twitter and Facebook in the
first hour after publication of the URL (series of 12 observa-
tions, with 5 minutes window). The objective is to predict
the number of visits and messages on Twitter and Facebook
after 48 hours, which turns into three regression tasks. In
this paper, we present the method we used at the discovery
challenge. It mainly exploits the results of a Selective Naive
Bayes regressor trained for each of the three target variables,
together with variable construction from the time series in-
put data (see Section 2). The challenge was an opportunity
to evaluate the variable construction framework introduced
for supervised classification in [2] on a new dataset and for
a regression task. In Section 3, we describe our submission
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and evaluate our results. Finally, Section 4 summarizes the
paper.

2. METHOD USED IN THE CHALLENGE
In this section, we summarize the method applied in the
challenge. It first uses the Naive Bayes (NB) rank regressor
described in [3], which aims at predicting the rank of a nu-
merical target variable given a set of numerical or categorical
input variables. This regressor is improved using regularized
variable selection, detailed in [4]. Finally, the time series
input data available in the challenge is represented using
a multi-table formalism and exploited using the automatic
variable construction method introduced in [2].

2.1 Naive Bayes Rank Regression
The considered supervised learning task consists in predict-
ing the normalized rank of a numerical variable. It exploits
a probabilistic approach to estimate the distribution of the
target rank conditionally to each input variable, then com-
bines the univariate preprocessings using a naive Bayes ap-
proach.

Preprocessing. The preprocessing task discretizes both the
input and output variables to estimate the conditional dis-
tribution of the target variable. This task is turned into a
model selection problem. For that, a bivariate partitioning
model family is defined, based on discretizing both the in-
put and target variables. The input variable is discretized
into intervals (numerical case) or partitioned into groups of
values (categorical case), jointly with the discretization of
the numerical target variable. Using a Bayes model selec-
tion approach, an analytical criterion is derived to select the
partition with the highest posterior probability. The op-
timized criterion is p(M)p(D|M), where p(M) is the prior
probability of a preprocessing model and p(D|M) the con-
ditional likelihood of the data given the model.

Univariate evaluation. Taking the negative log of the cri-
terion, c(M) = −(log p(M) + log p(D|M)), the approach
receives a Minimim Description Length (MDL) [5] interpre-
tation, where the objective is to minimize the coding length
of the model plus that of the data given the model. The
null model M∅ is the preprocessing model with one single
interval or group of values, which represents the case with



no correlation between the input and output variables. We
then introduce the Level criterion in Equation 1 to evaluate
the univariate importance of a variable.

Level = 1− c(M)

c(M∅)
. (1)

The Level grows with the importance of an input variable. It
is a between 0 and 1, 0 for irrelevant variables uncorrelated
with the target variable.

Naive Bayes regression. The obtained discretisation or
value grouping of the input variables resulting from the pre-
processing can be used to build univariate regressors and
multivariate ones under the naive Bayes assumption. More
precisely, the obtained regressors are probabilistic rank re-
gressors: they are able to predict the rank of the numeri-
cal target value, as well as the full conditional distribution
p(rank(y)|x) of the rank of the target value given the input
value.

2.2 Selective Naive Bayes Rank Regression
The Naive Bayes (NB) classifier has proved to be very ef-
fective in many real data applications [6, 7]. It is based on
the assumption that the variables are independent within
each class, and solely relies on the estimation of univariate
conditional probabilities. The naive independence assump-
tion can harm the performance when violated. In order to
better deal with highly correlated variables, the Selective
Naive Bayes approach [8] exploits a wrapper approach [9] to
select the subset of variables which optimizes the classifica-
tion accuracy. Although the Selective Naive Bayes approach
performs quite well on datasets with a reasonable number
of variables, it does not scale on very large datasets with
hundreds of thousands of instances and thousands of vari-
ables, such as in marketing applications or text mining. The
problem comes both from the search algorithm, whose com-
plexity is quadratic in the number of variables, and from
the selection process which is prone to overfitting. In [4],
the overfitting problem is tackled by relying on a Bayesian
approach, where the best model is found by maximizing the
probability of the model given the data. The parameters of a
variable selection model are the number of selected variables
and the subset of variables. A hierarchic prior is considered,
by first choosing the number of selected variables and second
choosing the subset of selected variables. The conditional
likelihood of the models exploits the Naive Bayes assump-
tion, which directly provides the conditional probability of
each output value. This allows an exact calculation of the
posterior probability of the models. Efficient search heuris-
tic with super-linear computation time are proposed, on the
basis of greedy forward addition and backward elimination
of variables. The work described in the case of classifica-
tion [4] has been applied in the case of regression: instead
of predicting a set of classes, the task consists in predicting
a set of ordered values. The regressor resulting from the
best subset of variables is the MAP (maximum a posteriori)
Naive Bayes.

2.3 Automatic Variable Construction
In a data mining project, the data preparation phase aims
at constructing a data table for the modeling phase [10, 11].

The data preparation is both time consuming and critical
for the quality of the mining results. It mainly consists in
the search of an effective data representation, based on vari-
able construction and selection. Variable construction [12]
has been less studied than variable selection [13] in the lit-
erature. However, learning from relational data has recently
received an increasing attention. The term Multi-Relational
Data Mining (MRDM) was initially introduced in [14] to
address novel knowledge discovery techniques from multiple
relational tables. The common point between these tech-
niques is that they need to transform the relational repre-
sentation. Methods named by propositionalisation [15, 16,
17] try to flatten the relational data by constructing new
variables that aggregate the information contained in non
target tables in order to obtain a classical tabular format.

In [2], an automatic variable construction method is pro-
posed for supervised learning, in the multi-relational set-
ting using a propositionalisation-based approach. Domain
knowledge is specified by describing the structure of data by
the means of variables, tables and links across tables, and
choosing construction rules. For example, Figure 1 describes
the structure of the data for the challenge. The statistical
unit is the Page, where the target variable is sum visits 48h
(resp. sum twitter 48h, sum facebook 48h). The Series ta-
ble contains the secondary records per page, with one record
per time of the time series. The construction rules used in
the challenge are detailed at the beginning of Section 3.2,
with examples of variables that can be constructed by ap-
plying these construction rules.

The space of variables that can be constructed is virtually in-
finite, which raises both combinatorial and over-fitting prob-
lems. When the number of original or constructed variables
increases, the chance for a variable to be wrongly consid-
ered as informative becomes critical. A prior distribution
over all the constructed variables is introduced. This pro-
vides a Bayesian regularization of the constructed variables,
which allows to penalize the most complex variables. An
effective algorithm is introduced as well to draw samples of
constructed variables from this prior distribution. Experi-
ments show that the approach is robust and efficient.

3. CHALLENGE SUBMISSIONS
3.1 Challenge description
The ECML/PKDD 2014 Predictive Web Analytics discov-
ery challenge (ChartBeat challenge) aims at predicting the
number of visits and messages on Twitter and Facebook af-
ter 48h, given a time series of such 12 observations (collected
every 5 minutes) during the first hour after publication of
each URL. This data is described using a multi-table repre-
sentation, as shown in Figure 1. The root table is defined
by two identifier variables, two descriptives variables (posted
weekday and hour) and a table of 12 observations (series1h)
for the number of visits, messages on Twitter and Facebook
and average time per visit, every 5 minutes. Three tar-
get variables are considered: number of visits, messages on
Twitter and Facebook cumulated in the first 48 hours after
the publication of the page.

The evaluation criterion is the RMSE (Root Mean Squared
Error) in the prediction of the challenge function log(1 +



Page
#host_id: Cat
#page_id: Cat
 posted_weekday: Num
 posted_hour: Num
 series1h: Table(Series)
 sum_visits_48h: Num
 sum_twitter_48h: Num
 sum_facebook_48h: Num

Series
#host_id: Cat
#page_id: Cat
 minute: Num
 visits: Num
 twitter: Num
 facebook: Num
 time: Num

Figure 1: Multi-table representation for the data of
the ChartBeat challenge

sum target 48h) (with target = visits, twitter, facebook).

3.2 Submissions
We use the automatic variable construction framework pre-
sented in Section 2.3 to create new variables from the ob-
servations in the table Series, using the following variable
construction rules.

• Selection(Table, Num)→Table: selection of records from
the table according to a conjunction of selection terms
(membership in a numerical interval),

• Count(Table)→Num: count of records in a table,

• Mean(Table, Num)→Num: mean value,

• Median(Table, Num)→Num: median value,

• Min(Table, Num)→Num: min value,

• Max(Table, Num)→Num: max value,

• StdDev(Table, Num)→Num: standard deviation,

• Sum(Table, Num)→Num: sum of values.

Using the data structure presented in Figure 1 and the pre-
vious construction rules, one can for example construct the
following variables (“name” = formula: comment) to enrich
the description of a Page:

• “Sum(series1h.visits)” = Sum(series1h, visits):

total number of visits in the first hour,

• “Min(series1h.twitter) where minute <= 32.5” =

Min(Selection(series1h, minute <= 32.5), twitter):

total number of twits in the first 32 minutes.

3.2.1 First submission
In a first submission, we directly apply the method of Sec-
tion 2 and generate 1000 variables, evaluate them using bi-
variate preprocessing and select a subset of variables for the
SNB rank regressor. The output of the SNB rank regressor
is the full conditional distribution p(rank(y)|x) of the rank
of the target value given the input value. For each instance
with input data x, we integrate over this distribution to get
our prediction ŷ, according to ŷ =

∫
f(y)p(rank(y)|x) dy,

where f(y) = log(1 + y) with y = sum target 48h. Using

this first submission, we obtained the following leaderboard
scores: 1.124 for the number of visits, 0.686 for the number
of Twitter messages and 1.442 for the number of Facebook
messages.

3.2.2 Second submission
In a second submission, we change our problem formulation,
both in the input data representation and the target vari-
able. We add three ratio variables in the Series, by dividing
the number of visits or messages per window of 5 minutes
by the total number in the first hour (e.g. visitsRation =
visitsn/

∑
series1h visitsi). We also change the target vari-

able, by exploiting the equation y = y1 + (y − y1) (with
y = sum target 48h and y1 = sum target 1h). As the first
term y1 is known from the input data, predicting the second
term may improve the final score. We rewrite the objective
function

f(y) = log(1 + y),

= log(1 + y1)(1 + (y − y1)/(1 + y1)),

= log(1 + y1) + log(1 + (y − y1)/(1 + y1)),

which turns into the new objective function g(y) = log(1 +
(y − y1)/(1 + y1)). We then use the same method as in the
first submission (1000 constructed variables and SNB rank
regressor). Using this second submission, we obtained the
following leaderboard scores: 1.053 for the visits, 0.675 for
Twitter and 1.426 for Facebook.

3.3 Challenge Results
Our second submission was ranked 3rd on the three tasks,
not far from the winner, as shown in Table 1.

It is noteworthy that our results were obtained almost auto-
matically using the method summarized in Section 2. This
is illustrated in Figure 2, which shows all results obtained
by participants on the leaderboard during the challenge, for
the results better than twice the baseline result provided
by the organizers. Our two solutions were submitted at the
same time on July, 8, 2014, and obtained competitive results
w.r.t. the distribution of all results. The other participants
submitted more solutions and choose the best one in the end
(in this challenge, the leaderboard dataset is the same as the
final dataset used to evaluate the final results).

3.4 Evaluation of our Best Submission
One advantage of our method is its robustness and inter-
pretability.

On the train dataset, we obtained the following scores: 1.061
for the visits, 0.673 for Twitter and 1.409 for the Facebook.
These scores are very close from the related leaderboard
scores obtained on the test set, which shows the robustness
of the approach.

We provide below the list of variables selected by the SNB
for each of the three challenge tasks, by decreasing order of
Level (see Equation 1 in Section 2.1).



Table 1: Challenge final results
Visits Twitter Facebook

1st Flavio 0.989 Petrichor 0.651 Flavio 1.378
2nd Petrichor 0.991 Flavio 0.666 Petrichor 1.381
3rd Marc 1.053 Marc 0.675 Marc 1.426
4th Joao Palotti 1.068 Shestakoff 0.815 Joao Palotti 1.589
5th Shestakoff 1.106 Joao Palotti 0.816 Shestakoff 1.744
6th Sergey Kovalchuk 1.416 Sandeep 0.886 Sandeep 2.230
7th Sandeep 1.735 Sergey Kovalchuk 1.001 Sergey Kovalchuk 2.542
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Figure 2: Challenge leaderboard: performance vs
submission time

Variables used in the SNB for the visits task:

• 0.02387: Sum(series1h.visits)

• 0.01211: Sum(series1h.visitsRatio) where minute > 32.5

• 0.01041: host id

• 0.00028: Min(series1h.twitter) where minute ≤ 32.5

• 0.00026: posted hour

• 0.00006: Max(series1h.time) where time > 37.5

• 0.00005: Sum(series1h.twitterRatio) where visits in ]0.5, 3.5]

Variables used in the SNB for the Twitter task:

• 0.05324: Sum(series1h.twitter)

• 0.02686: host id

• 0.00199: Max(series1h.minute) where visitsRatio ≤ 0.067

• 0.00053: Max(series1h.time) where time > 37.5

• 0.00050: Min(series1h.facebook) where timeRatio > 0.078

• 0.00005: Min(series1h.facebook) where visits in ]3.5, 8.5]

Variables used in the SNB for the Facebook task:

• 0.04482: Sum(series1h.facebook) where facebookRatio >
5.9 10−6

• 0.01314: host id

• 0.00585: Max(series1h.visitsRatio) where minute ≤ 32.5

• 0.00005: Max(series1h.minute) where time in ]0.5, 21.5]

Whereas 1000 variables are automatically constructed and
preprocessed using bivariate discretization, the SNB regres-
sor selects a small subset of variables, which improves both
the intepretability and the deployment time. As expected
the sum of the target observations in the first hour (e.g.
variable named Sum(series1h.visits) in the first task) is
the best predictor for each task. Using this best variable
alone, we obtained the following scores on the train dataset:
1.185 for the visits, 0.785 for the number of Twitter mes-
sages and 1.543 for the number of of Facebook messages.
This univariate predictor would have been ranked 4th in the
challenge for the Twitter and Facebook tasks. Another im-
portant variable for each task is the host. According to the
task, this variable (having 100 values) is partitioned into
around 25 categories of hosts. These two simple variables
are the most important for the three prediction tasks, with
levels far beyond that of the other variables. Other more
complex variables bring small further improvements, such
as Sum(series1h.visitsRatio) where minute > 32.5. This au-
tomatically constructed variable can easily be interpreted as
the proportion of visits in the second half of the first hour
after the page is publicated.



4. CONCLUSION
In this paper, we have described our solution for the ECML
2014 Predictive Web Analytics challenge. We have shown
that using the Selective Naive Bayes rank regressor together
with automatic variable construction allows to quickly and
efficiently obtain a competitive solution. Our solution is al-
most parameter-free. It requires to describe the input data
using a multi-table representation and to choose a number of
variables to construct. The rest of the process is fully auto-
matic, which is a key feature for a data mining method and
allows to face the increasing number of data mining projects.
Furthermore, the evaluation of our solution shows good ro-
bustness and interpretability. The test performance is very
close to the train performance and the trained predictors
exploit a very small subset of variables. These automati-
cally constructed variables rely on SQL-like formulas, which
provide an easy interpretation. In future work, we plan to
extend the variable construction framework by providing ad-
ditional construction rules with potential specialization per
application domain.
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